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Python

''' Hello world'''

print doc string (detail about the function )

Activation Functions

Relu Squash value (0-x)

leaky Relu Squash Value (some slope-x)

Sigmoid Squash Value (0-1)

tanh Squash Value (-1-1)

*Vanishing Gradient Descent
Intensity on which node to activate*
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