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Neural Network Applications and Most Used
Networks

Neural Net Weight Update Methods (cont)

Nesterov evaluate the gradient at
Image classification CNN accelerated next position instead of
Image recognition CNN gradient current
Time series prediction RNN, LSTM References:
Text generation RNN, LSTM ADAM: A METHOD FOR STOCHASTIC
Classit MLP OPTIMIZATION
assification

eatt Convolutional Neural Networks for Visual

Visualization SOM

Recognition.

An overview of gradient descent optimi-

Neural Net Weight Update Methods zation algorithms

Adam based on adaptive estimates Wikipedia -Artificial neural network

of lower order moments

learning rate method Neural Networks with Python on the Web
RMSProp adaptive learning rate Time Series Prediction with LSTM
method, modification of Recurrent Neural Networks in Python with
Adagrad method Keras
SGD Stochastic gradient descent Implementing a recurrent neural network in
AdaDelta modification of Adagrad to python
reduce its aggressive, Time Series Prediction with Convolutional
monotonically decreasing Neural Networks and Keras

learning rate

Newton second order method, is not
method used in deep learning

Momentum  method that helps accelerate
SGD in the relevant direction
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