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Neural Network Applications and Most Used

Networks

Image classification CNN
Image recognition CNN
Time series prediction RNN, LSTM
Text generation RNN, LSTM
Classification MLP
Visualization SOM

Neural Net Weight Update Methods

Adam based on adaptive estimates
of lower order moments

AdaGrad Adagrad is an adaptive
learning rate method

RMSProp adaptive learning rate
method, modification of
Adagrad method

SGD Stochastic gradient descent

AdaDelta modification of Adagrad to
reduce its aggressive,
monotonically decreasing
learning rate

Newton second order method, is not

method used in deep learning

Momentum  method that helps accelerate

SGD in the relevant direction
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Neural Net Weight Update Methods (cont)

Nesterov

evaluate the gradient at
accelerated next position instead of

gradient current
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Neural Networks with Python on the Web

Time Series Prediction with LSTM
Recurrent Neural Networks in Python with
Keras
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Time Series Prediction with Convolutional
Neural Networks and Keras

By Ilwebzem56 Published 28th December, 2017.
Last updated 1st January, 2018.

Page 2 of 2.

Sponsored by CrosswordCheats.com
Learn to solve cryptic crosswords!
http://crosswordcheats.com

cheatography.com/lwebzem56/


http://www.cheatography.com/
http://www.cheatography.com/lwebzem56/
http://www.cheatography.com/lwebzem56/cheat-sheets/neural-networks-for-machine-learning
https://arxiv.org/pdf/1412.6980.pdf
http://cs231n.github.io/neural-networks-3/#sgd
http://ruder.io/optimizing-gradient-descent/index.html#adadelta
https://en.wikipedia.org/wiki/Artificial_neural_network
http://www.intelligentonlinetools.com/cgi-bin/nn/neural_networks_with_python.cgi
https://machinelearningmastery.com/time-series-prediction-lstm-recurrent-neural-networks-python-keras/
http://www.nehalemlabs.net/prototype/blog/2013/10/10/implementing-a-recurrent-neural-network-in-python/
http://intelligentonlinetools.com/blog/2017/06/17/time-series-prediction-with-convolutional-neural-networks-and-keras/
http://www.cheatography.com/lwebzem56/
http://crosswordcheats.com

	Neural Networks for Machine Learning Cheat Sheet - Page 1
	Neural Networks Types and Main Features
	Data Prepar­ation for Input to Neural Network
	Building Neural Network with Keras and Python
	Cheat Sheets about Python and Machine Learning

	Neural Networks for Machine Learning Cheat Sheet - Page 2
	Neural Network Applic­ations and Most Used Networks
	Neural Net Weight Update Methods
	Links


