Cheatography [

1.1

A Matrix row, columns
Coefficients Just Left Hand Side
Matrix

Augmented Left and Right Hand Side
Matrix

Solving Linear (1) Augmented Matrix

Systems (2) Row Operations
(3) Solution to Linear
System

The RHS is the solution

One Solution Upper triangle with

Augmented Matrix

Last row is all zeros =
RHS number

No Solution

Infinitely Many Last row (including RHS)

Solutions is all zeros

Inconsistent Has No Solution

1.1 Example(1)

o Example - Use matrices to solve the following system of equations:

x1 = 20 + x3= 0
20 — 8x3= 8
B o —4x 4+ 5% + 9= -9
‘07;1—\33\ ["‘ ‘Z"C’J ’\—zt;:W [\-l"’s-}
\ 9| 2 |° “l4l=lo 1 -4 slo 1 o |l
[es il Lo -3 3|4 tool3 00131
«Rkiw/«;l?:;:f%f)w") 3R21R3 55?’_‘% 2R2+RA
1 0 o ;,a‘\‘
{o ) u.} work daan and to e vjj*'*‘ LN
teetl® Yo up and e eH Y
[%=29 |
Xzz e
} *3=3
12
Echelon (1) Zero Rows at the bottom
Matrix (2) Leading Entries are down

and to the right
(3) Zeros are below each
leading entry

By luckystarr
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1.2 (cont)

Reduced (1) The leading entry of each

Echelon nonzero row is 1

Matrix (2) Zeros are below AND
above each 1

Pivot Location of Matrix that

Position Corresponds to a leading 1 in
REF

Pivot Column in Matrix that

Column contains a pivot

To get to down and right

EF

To getto up and left

REF

Free Variables that don't

Variables correspond to pivot columns

Consistent  Pivot in every Column

System

1.2 Example (1)

@ Example 1 - Determine the value(s) of h such that the following
matrix is the augmented matrix of a consistent linear system.

1 -3 1
h 6 —2
Recuce “he menteal
roex to echelon form
\‘)—3['*»'173‘A hl
[h e | ZO mzh»h—zj
-hR1+R2
Lol e £ f the
A consisknt Syslem Cannot Contadn an eguadion of “th
- = but it can comtdun an B
form 0= % 4, equat

o Yne form
0=

Set Gi3n=0 ond Check “he volue of —h-z

3;:;; -h-2 =-(-2>-2=0 e

2
e logerpg is 020 F hoszand et

13

RR2 Set of all vectors with 2 rows

1.3 Example (1)

o Example

1 4 3 -1
ay=|0|, a=|2|, a3=|6|. andletb= 8
3 14, 10 -5

Determine if b is a linear combination of a1, az, and a3.
> See if AT 4xT, + x585=F has o sdution by reducin
(8,3,8, 15] to echelon form and Chedking f 4 is

istert

4 3 ] [ 4 2|17 [C4 2/
ic 2 ¢ |g|—=|o | 3[4 Ke o I 3 |4
24 10 -5 24 o |5 |ea [
R2/2 -3RI+R3 —9R2+R3

pivor in each calumn
System is consiStent

e be wpiten @5 o lincar
ves, bycan be wpiten a5 o laee
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1.3 Example (2)
o Example 1
1 -2 h
Letag=| 0|, ax= 1|landb= -3
7 -5

For what value(s) of h is b in the plane spanned by a; and a?
~ : 2T
L will be in #he Tlane Spamed by T, and ay if 5 can
be writen as o linear combinah o of 7, and T,.

Reduce [3,3, L] o echelen form 4o dekermine what laluetsd

of h will e e Syskem consistent

fi-2lh7 1 -2 |h ) I -z ]h
o }75 f—> oI j»j —>lo I |3
L; 71-5 o 3 :h—a] o o |an+a

R+ -3R2+R3 will be consisient i ant4=0
an=—4
e e EE g
14
Vector Equation x1a1+x2a2+x3a3
=b
Matrix Equation Ax=b
If Aisanm xn Ax =b has a
matrix the following solution for every b
are all true or all in RR™
false Everybin RR™is a
lin. combo of
columns in A

Columns of A span
RR™

Matrix A has a pivot
in every row (i.e. no
row of zeros)

Anything in Bold means it is a vector.

1.4 Example (1)

o Example 2 - Show that the matrix equation Ax = b does not have a
solution for all possible b, and describe the set of all b for which
Ax = b does have a solution. Reduce (&, &, a5 B ]+
echelon Sorm =o deiermine.
1 -2 -1 by “he restrichons on
A=|[-2 2 0f,b=|b iorwrslsﬁem-bbe
consistert.

4 -1 3 by
fv-z =] [z by ] |-z -
2z z o blj*o—z -2 bé*‘z?z‘x"lc [
a4 - 3 bjb 0 71 M| byl o 77
(1-z-v % ] A reshicKion on b 15
- \O L ‘v/z’bly%,qb‘ occur Orene las+
000 lb4h*7% d rew does nor have o

This sysem will oy have a Solufion vt
when  by=4b T7, byt Thby=0 =»(3b+ 7 b,+b; =0

Sponsored by ApolloPad.com
Everyone has a novel in them. Finish
Yours!


http://www.cheatography.com/
http://www.cheatography.com/luckystarr/
http://www.cheatography.com/luckystarr/cheat-sheets/penn-state-math-220
https://cheatography.com/uploads/luckystarr_1524159342_Screen%20Shot%202018-04-19%20at%201.31.20%20PM.png
https://cheatography.com/uploads/luckystarr_1524160274_Screen%20Shot%202018-04-19%20at%201.50.03%20PM.png
https://cheatography.com/uploads/luckystarr_1524160813_Screen%20Shot%202018-04-19%20at%201.57.54%20PM.png
https://cheatography.com/uploads/luckystarr_1524160844_Screen%20Shot%202018-04-19%20at%201.58.37%20PM.png
https://cheatography.com/uploads/luckystarr_1524161852_Screen%20Shot%202018-04-19%20at%202.11.53%20PM.png
http://www.cheatography.com/luckystarr/
https://apollopad.com

1.4 Example (2)

o Example - Determine if the columns of matnx A span R3.

0 0 4
A=| 0 -3 -2
-3 9 -6

ie. Delermine i l-r ARV hes a &
Sor ail b i
Reduce (&, 8,8, |B1R e

_piuot SO here will be no

» D and “here Wl be a Solub'm

3,
This means What e columns of A span Ry

1.5

Homogeneous

Trivial Solution

Determine if
homogenous
Linear System
has a non trivial

solution

If Ax =0 has one
free variable

If Ax =0 has two
free variables

/
because ¥here
ore 3 ross

7 s

Ax =0

Ax =0 if at lease one
column is missing a
pivot

(1) Write as
Augmented Matrix

(2) Reduce to EF

(3) Determine if there
are any free variables-
(column w/o pivot)

(4) If any free
variables, than a non-
trivial solution exists
(5) Non-Trivial Solution
can be found by
further reducing to
REF and solving for x

Than x is a line that
passes through the
origin

Than x has a plane
that passes through
the origin

By luckystarr

1.5 Example (1)

o Example 1 - Determine if the following linear system has a nontrivial
solution and then describe the solution set.  Reuce e augmeres
ok o echelon For
%m

- oo+ 3s o= 0 TETEICE

23 — 3 — 43 =0 are free voriable

29 — 4 + 93 = 0 / N\

-z 3(0] fl-2 3|07 es e
\23 *Oiaja -1 2 o] ﬂ, j’g._
-4 g |0 | x =0 >
R I [o o 3]9] O'jf'i“ﬁ;ge Jhe ony
Every COumn hos o plvot v x to salubion

<0 wnere art N0 Free
v an Goles

i Spive PO
[3=3 | (e Hriviad selubion) is 7 Wil e Fotution
Tne only Soudh on
L . .
No nantriviod soluh'on g

1.5 Example (2)

o Example 2 - Determine if the following linear system has a nontrivial
solution and then describe the solution set.

20 + 4 — 6 = 0 ﬁcpewg/;b
4xq 4+ B8x — 10x3 = 0 proc
Example 1.

[2 4 -« o [2 4 -« |°]
[4 % -10]o "){o ozlo_f
i S0 ot = x,=$ree variable and
olumn 2 1s MIss fzj api _ﬂ oS o )
/ sow}vam
I

Reduce [A\VD ) 1o reduced

oche\on Sorm o solveor X

\ X,=-2x7

51244 0‘9‘540 o] :.ﬁo!\o} );;L‘-jree
001 o} looile SEeN Y 3

oo L[] TR TR
N (T
1.7
Linear No free Variables, none of the
Indepe- vectors are multiples of each
ndence other
To check reduce augmented matrix to
ind/dep EF and see if there are free
variables(ie. every column
must have a pivot to be
linearly independent)
Tocheckif u=c*v
multiples find value of c, then it is a
multiple
therefore linearly dependent
Linearly If there are more columns
Dependent than rows

Published 22nd April, 2018.
Last updated 22nd April, 2018.
Page 2 of 8.

1.7 Example (1)

o Example 4 - Determine the values of h that make the following
vectors linearly dependent.

i) (1)

Chotse h so“hat

f= =

duce [V, V, V3107 to echelon form and
“mere s ol free wariable

I -2

z-¢4alo] [ 3|0 ) -1 o]
L»b'—#hoj"\-éuh‘o‘}*oYAMBDJ
13310 L -z 321lo 10»100
(-2 2|0 —Ry/3 +RS
- T For whece +o be &
[g j m/k’gl free variable, ~(h+lR) =0 =5 |h=-1%
< =

Every Matrix Transform-  Linear Transf-

ation is a: ormation
Tkx) = AX)
If Ais m x n Matrix, then (1) Tu +v) =
the properties are T(u) + T(v)
(2) T(cu) = cT(u)
(3)T(0)=0
(4) T(ou + dv) =

cT(u) +dT(v)

1.8 Example (1)

© Example 5 - Suppose T : R? — R? be a linear transformation such

e T e (5T
r((i]) 5

@ write X 05 a linear combinadion of L]N“"L/

B =lr=l]

A=C+cy c:]

@ r,dw “ransformahion of X
MGl )

I N +2T|!
2 S - -
Z-oc, =072 %67 ;T[Ll] ” H

B 19 = 2z7+2[] <|]¢]
(0] =]+ ]
given in-the | il

rigingd probem-

1.8 Example (2)

o Example 5 - Suppose T : R? — R? be a linear transformation such

wwer ([ )-[3]mer([2])-[ 2]
rur([3]) ezl

@ write X 05 a linear combinadion of LJW“’L/

m= l %L @ rrd%ewams«@orn‘aﬁnm&)&
A=C1+c o]
-

] G

2 (1
= —
4=2¢, =c=25672 ”‘TU—)*:‘[‘J

" ] =9'2"+J£‘\“=i"w‘
k2 )0] Bl
/ PENNSIATE
“he |
9!‘(&%:?@4 provem-
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19

RR" --> RR™
is said to be

‘onto’

RR" --> RR™M
is said to be
one-to-one

21

Addition of
Matrices

Multiply by
Scalar
Matrix
Multiplic-
ation (A x
B)

Powers of
a Matrix

Transpose
of Matrix

Equation T(x) =Ax=b has a
unique solution or more
than one solution

each row has a pivot
Equation T(x) =Ax=b has a
unique solution or no
solution

each row has a pivot

Can Add matrices if they have
same # of rows and columns
(ie A(3x4) and B(3x4) so you
can add them)

Multiply each entry by scalar

Must each row of A by each
column of B

Can compute powers by if the
matrix has the same number
of columns as rows

row 1 of A becomes column 1
of A
row 2 of A becomes column 2
of A

By luckystarr

2.1 (cont)

Properties of (1) ifAis mxn, then AT

2.3 Invertable Matrix Theorem

@ The Invertible Matrix Theorem - Let A be a square n x n matrix.
Then all of the following statements are equivalent:

Transpose Isnxm ’(a) A'is an invertible matrix
T\T _ |(b) A'is row equivalent to the n x n identity matrix /.
(2)(A) =A \(c) 4 has n pivos
T_AT T (d)\The equation Ax = 0 has only the trivial solution.
(3) (A + B) =A +B \ (e)/The columns of A form a linearly independent set.
T T {f) The linear transformation T(x) = Ax is one-to-one.
(4) (tA) = tA / */(g)\The equation Ax = b has a unique solution for each b in R".
\(h)/The columns of A span R".
(5) (A B)T = BT AT o (i) JThe linear transformation T (x) = Ax is onto.
j) There is an n x n matrix C such that CA= /.
(k) There is an n x n matrix D such that AD = /.
(1) AT is invertible.
22 The above theorem states that if one of these is false, th
- must be false. If one is true, then they are all true.
Singular A matrix that is NOT
matrix investable
2.8
Determinate  det A =ad - bc

A subspace S of

of A(2x2)
) RR"is a
Matrix )
subspace is S
IfAlis There will never be no satisfies:
invertable &  solution or infinitely many
(nxn) solutions to Ax =b

Properties of (A'1)'1 =A

Subspace RR3

Invertable (assuming A & B are invest-

Matricies able) (ABy ' =B A"
(AT)-‘I _ (A-‘I)T

Finding [Al11-->TI |A'1] Use row

Inverse operations

Matrix STOP when you get a row
of Zeros, it cannot be Null Space (Nul
reduced A)

2.2 Example (1)

o Example 2- Let A, B, C and X be n x n invertible matrices
Solve B(X + A)~1 = C for the matrix X.

Hethod | _Mewod 2
et (reAY by ibsetf ISt plsA! =C
L
Bl = oA ) =c

iyl
(M.»Ay')

B (xes = B C

/Note! TS yow mulkply on e
[ lett for one side, you must
| mulspy onwhe 168 onsne
\\} O¥her side

= (x4 = B
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(1) Scontains zero
vector

(2) Ifu&v arein S, then
utvisalsoin S

) If risareal # &uis

in S, thenruis alsoin S

Any Plane that Passes
through the origin forms
a subspace RR®

Any set that contains
nonlinear terms will
NOT form a subspace
RR®

To determine in uis in
the Nul(A), check if: Au
=0

If yes --> then u is in the
Nullspace
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2.8 Example (1)

© Example 1 - Given the following matrix A and an echelon form of A,
find a basis for Col A.

3 -6
A= 12 —4

3 —6

2.8 Example (2)

© Example 2 - Given the following matrix A and an echelon form of A,
find a basis for Nul A.

| *vedhrsin v‘$$:pr‘n PENSIAT

(‘”i’ \A;/&«rﬂ varioples

29

Dimension of  # of vectors in any basis; it

a non-zero is the # of linearly indepe-
Subspace ndent vectors

Dimension of is Zero

a zero

Subspace

Dimension of  # of pivot columns

a Column

Space

# of free variables in the
solution Ax=0

Dimension of
a Null Space

Rank of a # of pivot columns

Matrix

The Rank Matrix A has n columns:
Theorem rank A (# pivots) + dim Nul

A (#free var.) =

dim = dimension; var. = variable

By luckystarr

2.9 Refrence

© The Invertible Matrix Theorem Continued- Let A be a square n x n
matrix. Then all of the following statements are equwalent to the
statement that A is an invertible matrix. (562 Sechon 2:3)

(m) The columns of A form a basis of R" Coecwﬁ"“f e
" linearly indet nclertt)
A Col A=

(0) dim Col A=n (becwser?/o's/ ~
(p) rank A= n ( because n pivoks) /
(a) Nul A= {0} [ pecause 1o vanobles) Ly
(r) dim Nul A =0 ( because no e Jama‘o)/ \
~ N |
Because aeey vechr 10 R can be, -
writlen 06 & linear comlginadion of vank 4 +din Nk =n
<he (Blumns of A, ’ 7
n o
n
3.1

Calculating Determinant of (1) Det(A) not
=0, then
Ax=b has a

unique

Matrix A is another way to

tell if a linear system of

equations has a solution
solution
(2) Det(A)
=0, then
Ax=b has no
solutions or
inf many

If Ax not= 0 A exist

A" Does

NOT exist

IfAx =0

Cofactor Expansion Use
row/column
w/ most

zZeros

If Matrix A has an upper or  The det(A) is

lower triangle of zeros the multiplic-
ation down

the diagonals

3.1 Reference (1)

2. Determinate of a 3 x 3 Matrix

Ly
o Let Abean nx nmatrix (or heee 0 3x3 frodns )
a1 a2 a3
= |an an a3
d31 a3 a3z
o The determinate of matrix A is given as follows:

det A = ay; det Ay — app det Ajp + ay3 det Ajz

Q22 %23 |
det A1y = axpass — &332 = |03z 923 |
det Ajp = apjazs — apzaz = |[del Az3 (

lazi azz
det A3 = ap1a3 — apan _ m,;y Qzz |

ozt 22z |
@ This formula utilizes a cofactor expansion across the first row

Published 22nd April, 2018.
Last updated 22nd April, 2018.
Page 4 of 8.

3.1 Example (1)

o Example - Compute the determinate of

-3 1 2]

TS s means AT ! does notexis
= and )7\,0 has no- solubien of
mhrrﬁ‘ many S?w"

prNSTATE

3.1 Reference (2)

o Shortcut Method for a 3 x 3 matrix right
@AA s a3 o Oz
\°/@ J\\ ¥ Sags |91 02z
‘ cr‘ & 32/1/ a7’ 2
A i“ :S?r

det = uq,ﬂzz 23 ¥ Qizdaz93 + &gqg‘a5l
- Q1823932 — o4z0,, Xz

- Q2Q21933

3.1 Example (2)

@ Example 2 - Use a cofactor expansion to compute the determinate of

+ - o+ —
1 -2 52
0 0 3

A= =6 1vs
5 0

Choose “the row or column woidhdhe Most

der A = »7(_;“_}

3.2

Determ-  If a multiple of 1 row of Ais
inate added to another row to
Property  produce Matrix B, then det(B)-
1 =det(A)

Determ-  If 2 rows of A are interchanged
inate to produce B, then det(B)=-d-
Property  et(A)

2

Determ-  If one row of A is multiplied to
inate produce B, then det(B)=k*det(A)
Property

3
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via
3.2 (cont) 5.1 5.1 Example (2)
Assuming both A & B (1) det(AT) = Au=Au A'is an nxn matrix. A * Bample 2 e s
are n x n Matrices det(A) nonzero vector u is an Is [ng an eigenvector of [: 2 d’ If so, find the eigenvalue.
(2) det(AB) = eigenvector of A if there x R A
det(A)*det(B) exists such a scalar A vo: P Aﬂ:,}f s 7. (1
o SN E
(3) det(A™) To reduce [(A-A1)|0] to echelon ’ U o iotue of A ol ke
1/det(A) determine if ~ form and see if it has any \W
(4) det(cA) = c" Ais an free variables.
det(A) eigenvalue yes -> A is Eigenvalue
(5) det(A") = no -> A is not eigenvalue 5.1 Example (3)
(detA)r To Ax=Ax matrix A and eigenvalue A.
determine if
3.3 AKA Cramer's Rule .
given vector
Cramer's Can be used to find the solution is an eigenv-
Rule to a linear system of equations ector

Ax=bwhen As an investable Eigenspace  Nullspace of (A-Al)

square matrix of A =

Def. of Let Abe an nxn invertible Eigenvalues  entries along diagonal *you

] . B n
Cramer's matrix. For any bin RR", the of triangular CANNOT row reduce a

Rule unique solution x of Ax=b has Matrix matrix to find its eigenv- 22
entries given by ucs IfAisan  then (A-M)x=0 will have a
Xi = detAi(b)/det(A) /= 1,2,...n eigenvalue nontrivial solution
Ai(b) is the matrix A w/ column i 5.1 Example (1) of a Matrix
replaced w/ vector b A
> Eemple? (23 Bampld L L s A if det(A-Al)=0 (Characteristic
3.3 Example (1) N A:,l e Ova:_ L? E —Z] ey et nontrivial Equation)
e 5 LA PO TV | o Chree variab) :
© Example 2 - Use Cramer’s Rule to compute the solution to the system [d-amts] = jv(:lllu:xoirs]t
OSSN o7k
- 2;/;‘3” Ais nxn (1) The # 0 is NOT an A of A
- A Matrix. A (2) The det(A) is not zero
is
invertible if
and only if
_ - = T Similar If nxn Matrices A and B are
Matrices similar, then they have the
same characteristic
polynomial (same A) with
same multiplicities
By luckystarr Published 22nd April, 2018. Sponsored by ApolloPad.com
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5.2 Example (1)

o Example 1 - Find the eigenvalues of the following matrix and state
their multiplicity:

53

A=PDP"!

A matrix
A written
in
diagonal
form

Power of AKX = Diagonal matrix and #'s on

Matrix diagonal get raised to the k

Determining if Matrix is Diagonalizable

Aofa n distinct (or real) A then matrix
nxn is diagonalizable
matrix less than n A, it may or may not

be diagonalizable; it will be if #
of linearly dependent eigenv-

ectors = n
eigenv- n linearly independent eigenv-
ectors of  ectors, then diagonalizable
nxn less than n linearly independent
matrix eigenvectors, then matrix is
NOT diagonlizable
D matrix w/ A down diagonal

By luckystarr

5.3 (cont)

P columns of P have linearly n
linearly independent eigenvectors

Finding solve A-Al and plug in the A

P values. Reduce to EF, solve for
X, & find eigenvector

5.3 Example (1)

@ Example - Find the eigenvalues of matrix A and a basis for each
eigenspace.

3 00 3 0 ~-1 3 00 0 01
A=|-3 4 9| =1|0 1 -3 0 40 -3 19
0 03 10 0 0 03 -1 0 3
P L
x

a{janw@es are in Mok

reerrs

2=327 |

Sicenvectors are in T
Hosis for eigenseace | f
Dosls 2o

X=3

X

Bosis Jor eigenspace 'S [077

as:cu‘o\}:zdu A 4 I( Lz‘;h, |
A= is AT

5.3 Example (2)

© Example 3 - Find matrices P and D to diagonalize the matrix
3x3 Exownple Wit

3 elgenvalues but
no+ enough

eigenveciors

@ Find D
det (A-XT)=0
2-x 4 G S ro 23| 2]
o 2-x 2 >S50
o o 4-x loozle]
\ | o fo9
(z-x) |22 = =o 184918
o conl loools]
(23 2-2)%-2) =0 ’; fe)
N . e
22224 X = free L2
T iy ] |
ID=[2% ( =>4 is NOT oy |

vyt geive s, g

piagrratizabic) £3%ced 2

5.3 Example (3)

@ Example 1 - Find matrices P and D to diagonalize the matrix

2Ax2 Example Wi - -0
5 el envalues and A 31 ‘?'\ 1‘
2 egenvedtors =|_ | |

D Fird D
der (A->T) =0
3-x | =0

-z |
BN 220
NEFA+2=0

222 NN
2=,z [(rxm 1= 110>
) [-z-2]e ) L

@qgn\/&sf—nf = [’v‘ W
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6.1
Length of vector x |Ix]| =
sqrt(x1 2+x22)
Length fo vector x in RR? |Ix]| = sqrt(x *
X)
The Unit Vector u = Vv/||v||
Two vectors u &v in RR", [lu-v|
the distance between u & v
Two vectors u &v are ||u+v||2= ||u||2
orthogonal if and only if +[[v][2
u-v=0

6.2
The distance fromy to the line |1z]] = |ly
through u & the origin - y-hat||

6.2 Example (1)

@ Example 1 - Determine if {u1, uz,u3} is an orthogonal basis for R3.

) [~

Cnect i T, T, ond T, are orthogonal and nenzero.
— They are ol nonzero.

— (Check ortheoonality

- >

des, RT,0, Us?

T .Uy = Gv0 =07 Sorms an teseral
@.0,= 3-3+0 =07 basis for T
U,.T, =arz"4=0" because each 7
R has @ roos.
6.2 Example (2)

@ Example 2 - Write x as a linear combination of uy, ua, and u3.

T, + Uy Note Fratne U'S ore
D rNCQoNas .
N J
G0 = 21 =4
—a [ 3
O%-1. = 2 -1 == leoin |
B 47 Ll
o 73 \x:E%ﬁa"z‘;’%
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o Example 1 - Compute the orthogonal projection of [ i] onto the ° _Exlample 2- Determine if the.following set of vectors is orthonormal. If o Example 1 - Verify that {uj,uz} is an orthogonal set, and then find
— it is only orthogonal, normalize the vectors to produce az/orthonormal the orthogonal projection of y onto Span{uy,uz}.
line through [’;] and the origin. = 237 113 . 6 3 4
N 1/3 1, |2/3 %mw y=| 3|, m=(4], uw=; 3
7 - } vecor being Projecied ——x, 23] [ o normedt -2 0 0
Y D ok i v 2 N -
U= [Av] = veclor %ad'r:f’f\'— "}‘\”e \ © Cgﬁ?o\i}mﬂ ' : Orthonermal et et =m0 =0 i
S N\ - Ty = a0 =0 =59, = % o""”"j"““f’ﬂa%ﬁmbi ”“\*0 Span 39,9,
orhagonal _ 5 o (3.0 V0 ! .0 + (792 \T (AR
Progoion <V T (5 © Cheer if they are rormalied Ty RS J)u CAEN 5l 3]
. |
-z T W= Faefata =1/ 3! 5 +o\i* 24+9+0\7, L -
2 £z - =& 7
= Wal= (777 = & 7 <——_<i»\u (T / [3 [ e
NI £ R . -~ L= _3 B g
= -4 3=-270- 0 ~ =207 -57, =T -20
s ’75j Y22 Va-37 P 2T, -5T, =gU-20.  —— . YT
[# | S A DU

2 7 ; o Example 3 - Let W be a subspace spanned by the u’s, and write y as
© Example 2 - Let y = [ ] and u= [ ] Write y as the sum of a @ We end with the formula for the orthogonal projection of y onto L the sum of a vector in W and a ij@éw
vector in Spaniu} and a vector orthogonal tou. and the component of y orthogonal to L: (cr onto e )
- 5 B lnedhrough
—al = rerorize | g (¥ u .
N ? +27 HKis | y (r )u and z=y—§ 0 a,ggl_g«r\%
V= -
| o Note that § is in Spal =" =
“=/41.J\\ﬁ‘=(ﬁi—u>ﬁ=i}]‘={:VsJ 9 is in Span{u} (almwcoz)b m.oﬁ ) s cen Z
e/ Ha+1 = /s r=
2-?—§‘F’-‘ f'*’ls}:r"*/sj §=
= = - s =
SNEZ s X
y=

- - =
- o - T V2 .. T {
i\"/vm”’/ vp§ — E”Vf" SR ;__P‘;HVF“
orthogoned orthonocmad
Se¥ ser

@ Example 2 - Find the best aggroxlmg;lon to z by vectors of the form
o Example 3- Lety = [_SJ and u= BJ Compute the distance V1 + Cava. =2 =closesrpoint+o =

from y to the line through u and the origin. < ;zas vetinrs 2 2 5
sistonce = 511 © Example - Assume that {ug, - ,us} is an orthogonal basis for R. in Span % 5 2= 8 L= (1) v = _i
pETereE = Y —)/ : Write x as the sum of two vectors, one in Span ju; uz,u3z} and one 1 _3 N
ind 3 in Span{ua}. 7 — _
@ F«m ,7. A\ [-3#18 - — 3] Vz -~ PN 2.7, =
\/:(1-\4>u=( u:_’m:[6 4 1 2 1 1 %=(%'V’>V,*’(A'f' V2
a0 et U - DRV I IR I IO I ) B & LT U V2
= s U= s U= s uz = s ug = ~
® Find -9 -3 L -1 -2 1 2= 4+0+0+3\v1+(3>_-£t0,‘—z— v,
¥-9 = F21-r2] - {_p 3 -2 i - 1 Ziowiza/ 25 +4+letr
Lq] L-('] 3] X947, T, +c,D 2 =17 +0v, =|!
@ Find I3-31 v‘,— vgd'or inSen 2, “1;“55‘ Fralat&ls 2 = _‘-7‘/1
(s T, = vechr in Span LU =cyly -2

o

e - R =FE] o=
I§-§1 - m; ves s g Find c,/a,_,% ans €4 by using whe Jack that . - B
e are orthogoral. o=

Gram- Schmidt take a given set of

@ Example 1 - Determine if the following set of vectors is orthonormal.

If it is only orthogonal, normalize the vectors to producev Find = It (because e esser] ) Process VeCtors & tranSform
orthonormal set. oo = T +e] ﬁ '{f %) ) X
' o] [o ortreprel X2V T, = SR TR TG T Overview them into a set of
1], |1 o eed X, O, = e +¢, T /u +¢,0 +e, Uy T,
ol 1o B o ofq CL N é/: e N orthogonal or orthon-
®Ch:ck. i-:—\Yr*ey ool Vi Ve cy= KTy = 4= 5+5 =i4.2 7 vg_c_*vq
7N e L =(3 ormal vectors
V-9, :o—woqbo = noto e o :
© o resd 4o et ém«: e ertenen Givenx1 &x2, (1) Letvi=x1
% Sirgoral ! produce vl &v2  (2) Find v2; v2=x2 -
where the v's are  x2hat
perp. to each
other
x2 hat (x2ev1)/(v1ev1) * v1
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6.4 (cont)

Orthogonal {v1,v2,...vn}

Basis

Orthonormal {vi/v]], v2/ |v2]|....,
Basis vn/||lvn|[}

6.4 Reference (1)

6.4 Example (1)

o Example - Use the Gram-Schmidt process to produce an orthogonal
basis for the given subspace W:

71
Symmetric
Matrix

IfAisa
symmetric
Matrix

A square matrix where AT=A

then eigenvectors associated
w/ distinct eigenvalues are
orthogonal

If a matrix is symmetrical, it
has an orthogonal & orthon-

ormal basis of vectors

By luckystarr

via
7.1 (cont)
Orthogonal matrix is a (1) Matrix is
square matrix w/ square
orthonormal columns (2) Columns are
orthogonal

(3) Columns are
unit vectors

If Matrix P has orthon-  P'P=l

ormal columns

If P is a nxn orthogonal pT=p

matrix

A=PDP' A must be
symmetric, P
must be
normalized

7.1 Reference (1)

4. The Spectral Theorem

NoluEs o O ¥

XS caled Jhe

@ The spectral theorem for symmetric matrices - An n x n symmetric
matrix A has the following properties:
(a) A has n real eigenvalues, counting multiplicities
(b) The dimension of the eigenspace for each eigenvalue A equals the

multiplicity of A
(c) The eigenspaces are mutually orthogonal - eigenvectors
cor ling to different eigs lues are orthogonal

(d) Ais orthogonally diagonalizable

o Note: A symmetric matrix is always orthogonally diagonalizable but
an orthogonal matrix is not necessarily orthogonally diagonalizable.

7.1 Example (1)

o Example 2 - Determine if the following matrix is orthogonal. If it is
orthogonal, find its inverse. _,
NI

£ 2 2
l2] -1 2
[ ] |
NoT  Orthogovod bechuse wne columns asé ot
nor modreed
Y J]T;]‘\ =9+ =37

7.1 Example (2.1)

o Example 2 - Orthogonally diagonalize the following matrix, giving an
orthogonal matrix P and a diagonal matrix D. Note: The eigenvalues
for this matrix are 25, 3 and -50.

33 Y
3x3 example [ 2 _36 0}
en)
ven)

—-36 -23 0
0 03

<
normalized
elgenveckr
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7.1 Example (2.2)

|
‘Lc (;ch lo o ofo]
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