Cheatography

Before you start

import xgboost

import shap

import plotly.ex press as px

import dalex as dx

X, y = shap.d ata set s.b oston()

model = xgboos t.X GBR egr ess or( ).f it (X, vy)

explainer = shap.E xpl ain er( model)

boston rf exp = dx.Exp lai ner (model, X, vy,
lab el= " Boston

houses RF Pipeli ne")

shap v alues = explai ner (X)

Waterfall chart

fix) = 24019
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Force plot
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Exactly the same purpose as the waterfall chart but much more
compact
lo t s.f lu e s[0])

shap.p orc

SHAP Summaries
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6575 = RM - If you take force plots for all observations, rotate them by 90 degrees
0.538 = NOX -0.73
-0 -0 @ and then put next to each other you obtain a SHAP summary plot.
R B 47,3. This is very useful if you want te see explanations for the entire
4.09 - DI B2 | dataset.
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4 other features o shap.p lo t s.f orc e( s h ap _va lues)
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SHAP Beeswarm
Used to see contributions of different atributes for the prediction.
These SHAP values are valid for this observation only. With other [ R A
data points the SHAP values will change. I —:*.-. AT
AGE - - y
CRIM -—4*. S
shap.p lo t s.f orc e( s hap _va 1lu e s[0]) WJ% 'f::: E
TAX 4
s —4
Sum of 4 other features -
. SHA}Svalue (impact;n mod;l output) ao
Useful to see which attributes are the most important. For every
feature and every sample we plot a dot. We denote value of the
feature with color: big (red) or small (blue). On the X-axis we see the
importance. From this plot we see that LSTAT is probably the most
important attribute. Also, high value of RM increases the model
prediction
shap.p lo t s.b ees wa rm (s hap v a lues)
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Feature interaction
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This one is helpful to capture feature interaction and how they
influence SHAP value for given feature. On X and Y axis we have
information about attribute we are interested in. Color represents
value of another feature that is interacting with considered. From
here we see that if RAD is small then RM have quite big impact on
the prediction whereas when RAD is big then this impact is much

smaller.
shap.p lo t s.s cat ter (sh ap va lues [
:y " RM"], color= sh ap v alues)

SHAP for text
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We can extend this idea to text and see how particular words
influence the prediction.

SHAP for images
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This can be also used for images to see the influence of individual
pixels.
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Breakdown plot

Break Down

contribution

This plot shows the decomposition of the model's prediction into
contributions of different attributes

bd = boston r f ex p.p reddict pa rt s -
( house, type=' br e a k_ down')
bd.plot ()

Permutation importance
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Every attribute is scramled and then based on some evaluation

metric (MSE, ACC) we give them scores. Can be visualized on bar
chart.

from sklear n.i nsp ection import permut ati on i
mp ortance

r = permut imp or t a nc e(m odel,

Tree models feature importance

at 1 o n_

Tree algorithms offer importance scores based on the reduction in
the evaluation criterion, like Gini or entropy. Can be used either in
regression or classification problems in decision trees, random

forests or boosting methods.

px.bar (x = X.c olumns, y=mode 1.f e at wure -

impor tan ces )
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Ceteris paribus profiles (partial dependence plot)

Cheatography

This figure shows how different attributes in a new instance can
change a prediction of the model.

In a nutshell, we held all explanatory variables but one (can increase
this but computational const increases by much) constant. Then we
change the values of one selected and see how the response
changes.

cp = boston _r f e Xp.p r ed ic t p -
ro £ i1 e (house)
cp.plo t (v a ri ab 1 es = [ 'NOX', 'RM'

, 'DIS', 'LSTAT'])

Linear model feature importance

After scaling features we can measure how each attribute is
important for the model

from sklear n.l ine ar model import Linear Reg res
sion

from sklear n.p rep roc essing import scale

linarModel = Linear Reg res sio n().fi t(s cal e(X)
rY)
px.bar (y= 1 in a rM od el.c o ef , x

=X.co 1 umns)
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