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Permutations

Given a set of size n and a sample of size k, there are...

» with replacement: n* different ordered samples
« without replacement:

nl

Pe= {n— k)l

=n(n—1)...(n—k+1)
different ordered samples

Corollary: the number of orderings of n elements is

nl=n(n—1)(n—2)...1

Combinations

Combinations:enumerates the number of possible combinations of k

out of n items .
n nl

cn = -

& ( k ) ki(n — k)t

This implies that order does not matter

Application: these binomial coefficients occur in

a
(a+b)"=>"cpahon

k=0

Conditional

Definition: the conditional probability of A given B is
P(ANB] -
P(A| B)={ By - if P(B) > 0

otherwise

The multiplication rule: for any events A and B,
P(AN B) = P(A|B)P(B)

Law of Total Probability

The law of total probability:
Suppose Bi. Bs..... By are disjoint events such that

ULiBi =0

The probability of an arbitrary event A can be expressed as:

m

P(A) =3 P(AIB)P(B;)

i=1

Bayes Rule

Bayes’ rule:

Suppose the events By, Ba, ..., B are disjoint and U B; = Q. The

conditional probability of B;, given an arbitrary event A, is:
P(A|Bi)P(B;)

2L P(AIB)P(B))

It follows from P(B;|A)P(A) = P(A|B;)P(B;) in combination with

the law of total probability applied to P(A)

P(Bi|A) =

Multiple Independence

Events A;1.As.... Am are called independent if

P(NZ1A) = H P(A)

i=1

This holds if any subset is replaced by complements
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ility Mass Function pmf

The probability mass function p of a discrete random variable X is the

function
p:R—[0.1]
defined by
p(a) = P(X = a)
for —oc < a < oo, If X is a discrete random variable that takes on the
values a1, 3z, ..., then
pla) > 0

2opa) =1

and p(a) = 0 for all other a.

Cumulative Distribution Function cdf

Definition: The distribution function F of a random variable X is the
function
F:R=[01]

defined by
F(a) = P(X < a)

for —oc < a < oo,
@ Both the probability mass function and the distribution function of a
discrete random variable X contain all the probabilistic information of

X

@ The probability distribution of X is determined by either of them

Properties of CDF

Properties of the distribution function F of a random variable X:
@ For 2 < b one has that F(a) < F(b)
@ Since F(a) is a probability, 0 < F(a) < 1, and
i F) = 1
lm_F(3) = 0
@ F is right-continuous, i.e., one has
lim F = Fi
lim F(a+¢) = F(a)
e NB: a < b implies that the event {X < a} is contained in the event
(X =b}

@ Conversely, any function F satisfying 1, 2, and 3 is the distribution
function of some random variable

Probability Density Function pdf

The probability density function (pdf) f(x) of X is an integrable
function such that

Pla<X < b):[b."(x)dx

Conditions on f:
o F(x)=0¥xeQ
o [ Flx)de =1

The cdf of a continuous r.v. X is defined as

F(x) = j:; f(u)du = P(X < x)

Expectation of a Discrete RV

Definition: The expected value of a discrete random variable X is

defined as
E(X)= Z;lxrﬂ(xf)
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Expectation of a Continuous RV

Definition: The expected value of a continuous random variable X is
defined as

E(X) = fﬂ F(x)dx

Variance of any RV

Definition: The variance of a random variable X is defined as

Var(X) = E((X — E(X))?)
= E(X?) - E(X)?

Standard Deviation of any RV

The standard deviation of a rv X is

a(X) =/ Var(X)

Expectation Properties

Expectation:
E(aX) = aE(X) ¥ aconstant
E(XY) = E(X)E(Y) if X and Y are independent
E(a+bX) = a+bE(X) linearity
E(X+Y) =

E(X)+ E(Y) linearity

ED_x] = > EX)
i=1 i=1

Variance Properties

Variance:

Var(aX)
Var(a + X)

2*Var(X) ¥ a constant
Var(X) ¥ a constant

Bernoulli Distribution

Definition: A discrete random variable X has a Bernoulli distribution with
parameter p, where 0 < p < 1, if its probability mass function is given by

pxll) = PIX =1) = p
and

px(0)=P(X =0)=1-p

Notation: X ~ Ber(p).

Binomial Distribution

Definition: A discrete random variable X has a Binomial distribution
with parameters n and p, where n=1.2,...and 0 < p <1, if its
probability mass function is given by

prti) = P =) = () ot
for k=0.1,....n

@ We denote this distribution by Bin(n. p)
@ The expectation of a Binomial distribution Bin(n, p) is
E(X)=np

@ Its variance is
Var(X) = np(1 — p)
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Hypergeometric Distribution

Hypergeometric Distribution

Cheatography

5Y (N—5°
(xmny DD

= @) )

@ N = Total number of elements.

where,

@ 5 = Number of special items in N elements.
o n = Number of elements drawn.

@ x = Number of special items in the a elements.

Geometric Distribution

Definition: A discrete random variable X has a geometric distribution with
parameter p, where 0 < p < 1, if its probability mass function is given by

px(k) = P(X = k) = (L— )" Tp

for k=1.2 ..
o We denote this distribution by Geo(p)
@ The expectation of a Geometric distribution Geo(p) is

ECO =3 kpl1—p)t = 3

@ Its variance is 1
-P
Var(X) = ——
0=

Geometric Distribution: Memoryless Property

Memoryless property: for n.k = 0.1,2.... one has

P(X >n+ kX >k)=P(X>n)

Poisson Distribution

Definition: A discrete random variable X has a Poisson distribution with
parameter A = 0 if its probability mass function p is given by

plk) = P(X = k) = e”‘;\(—:

@ We denote this distribution by Poi(X).
a Derivation of the expectation of a Poisson rv X with rate A:
. oL Ak
E(X) =gk =Xy Wi
k=1
=de M EEE =2
@ The variance can be derived in a similar way:

Var(X) = A

Poisson Distribution: Property

Suppose we sum two Poisson random variables, then the sum is also

Poisson.
That is, if
X ~ Poisson(A) and Y ~ Poisson(p).
then
X + Y ~ Poisson(A + ).
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